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ensors through mobile application. The dataset follows
>d Distribution” pattern, that matches random skewness
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Future Works
1. System Automation
2. Smart Driving Assistance System
3. Acquiring Large Volume Data from Web Platform.
4. Large Scale Collaboration with Govt.
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